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Detection of fixed points in spatiotemporal signals by a clustering method

A. Hutt,1,* M. Svense´n,1 F. Kruggel,1 and R. Friedrich2
1Max Planck Institute of Cognitive Neuroscience, Stephanstrasse 1a, 04103 Leipzig, Germany

2Institute for Theoretical Physics, University of Stuttgart, Pfaffenwaldring 57, 70550 Stuttgart, Germany
~Received 8 December 1999!

We present a method to determine fixed points in spatiotemporal signals. The method combines a clustering
algorithm and a nonlinear analysis method fitting temporal dynamics. A 144-dimensional simulated signal,
similar to a Kueppers-Lortz instability, is analyzed and its fixed points are reconstructed.

PACS number~s!: 05.45.Tp, 05.10.2a
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I. INTRODUCTION

Spatiotemporal signals are obtained in various differ
research fields@1–3#. Several methods fitting dynamica
models in spatiotemporal signals@4–8# cover the data in full
time range. We introduce a method to extract underly
fixed point dynamics in discrete time windows by a com
nation of a clustering algorithm and a nonlinear signal ana
sis method. The clustering approach represents the main
tent of the present Rapid Communication. The nonlin
analysis method fits a biorthogonal spatial modes and a
tem of ordinary differential equations. It validates the intr
duced approach and represents an important check of
method.

In the following sections, the cluster approach is intr
duced and applied to a simulated dataset. Subsequently
nonlinear analysis method aims to determine fixed points
the dataset on the basis of the clustering results. A comp
son of the reconstructed and simulated dynamical states
fies the method.

II. METHOD

A. The basic idea

We assume that the dynamical system governing the t
poral evolution of the system under consideration involv
several saddle points~Fig. 1!. In order to detect these fixe
points, the temporal behavior of the phase trajectories ha
be investigated. They approach saddle points along t
stable manifolds whereas they leave the vicinity of the fix
points along the unstable manifolds. The phase points a
mulate close to the fixed points if the signal is sampled a
constant rate. Thus, the detection of stable manifolds in m
tidimensional signals can be treated as a recognition prob
of point clusters in data space.

In the present paper we use the fuzzy c-means algori
~FCMA! @9# to detect regions in data space with high dens
of data points, which are described by its centers and wei
for each data point.

B. The cluster algorithm

An N-dimensional spatiotemporal signal can be descri
by a data vectorq(t), where the componentqj (t i) represents
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a data point at timei and detection channelj. The clustering
algorithm aims at cluster centers$kk% whose Euclidean dis-
tance d@q(t i),kk# to the datapointsq(t i) of the cluster is
minimal. These distances are weighted byuki

m with 0<uki

<1 which indicate a degree of membership of datapointi to
the clusterk. The exponentm is called a fuzzy factor and
represents the degree of noise the data is supposed to
tain. Form→1 the data is supposed to contain low noise a
one obtainsuki→(0,1), which is called hard c-means o
k-means@10#.

Therefore, a cost function
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uki21D ,

~2.1!

d2~q,k!5uu~q2k!uu2,

is optimized, whereT denotes the number of data points a
c>2 is the number of clusters. The Lagrange multipliersl i
are introduced to constrain the sum of weights to 1 for e
data point. A variation of Eq.~2.1! in respect to$uki% and
$kk% leads to

uki5F (
j 52

c S d2
„q~ t i !,kk…

d2
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FIG. 1. Trajectory passing saddle points. In this sketch, the d
represent datapoints and the dashed parts of the trajectory repr
undetermined transition parts between the fixpoints.
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FIG. 2. Distances from each time point toc
53 clusters. The time intervals of the states a
separated by vertical lines. One recognizes
change between three states and the return
cluster 1.
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The algorithm proceeds by alternatingly reestimating
weights and the cluster means. Typically, it converges wit
a few tens of iterations.

III. APPLICATION ON SIMULATED DATA

We applied the cluster algorithm on a 144-dimensio
simulated data set. It is generated by a superposition of t
spatial modes

q~ t !5(
i 51

3

Ai~ t !vi , ~3.1!

where Ai(t) determines the temporal behavior of spat
modesvi . We choose three two-dimensional spatial patte
consisting of 12312 elements~Fig. 2!. The temporal dynam-
ics is determined by the dynamical system

Ȧ15eA12A1@A1
21~21b!A2

21~22b!A3
2#1G~ t !,

Ȧ25eA22A2@A2
21~21b!A3

21~22b!A1
1#1G~ t !,

Ȧ35eA32A3@A3
21~21b!A1

21~22b!A2
2#1G~ t !,

wheree51, b52. G(t) represents additive noise and fo
lows a uniform deviate withG(t)P@20.05, . . . ,0.05#. The
signal is calculated by 2200 integration steps with the ini
condition A(t50)5(0.03,0.2,0.8). Its trajectory passes t
saddle pointsA3

05(0,0,1), A1
05(1,0,0), andA2

05(0,21,0)
in this sequence, and then returns toA3

0. Thus, these fixed
points correspond to the spatial modesv3 , v1, and2v2. The
dynamical system for the amplitudesAi(t) arises in a variety
of physical systems. We mention the onset of convection
Rayleigh-Bénard experiment in the presence of rotatio
where the amplitude equations describe the so-ca
Kueppers-Lortz instability@11#.
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Now we describe the reconstruction of the saddle po
from the signal. The method does not use any prior kno
edge about the dynamical properties of the signal, a situa
which frequently arises in the investigation of real data se

A. Results of clustering

The cluster algorithm was run for 20 iterations (uuk i

2k i 11uu,1026) with a fuzzy factorm51.1 and the number
of clustersc53. In Fig. 2, the Euclidean distance from ea
data point to the different cluster centers is plotted. We c
sider a data point to be a member of the cluster whose ce
is closest to the point. If the closest cluster to the data po
changes and the data points become members of ano
cluster, then the trajectory approaches another fixed po
These borders of clusters are marked by vertical dashed
in Fig. 2. A change of three states where the first occur
cluster returns at the end of the signal is observed. Fur
investigations on the question of how the results depend
the number of clustersc show consistency with the clusterin
results for c53. The cluster centers remain stable by i
creasingc from 2 to 5.

These results allow us a first conclusion. The tempo
behavior of the investigated signal can be described b
sequence of three states providing that it is determined f

FIG. 3. From left to right: patterns representing~a! recon-
structed spatial modes corresponding to the fixed po
in time intervals T15@0 . . . 350#, T25@351 . . .1110#, T3

5@1111 . . .1680#, and T45@1681 . . .2200# ~see Fig. 2!, and ~b!
simulated spatial modesv1 ,v2, and v3 corresponding to the fixed
pointsA1

0 , A2
0, andA3

0. The necessary accordance of the fixed po
in T1 and the returning fixed point inT4 can be recognized in~a!.
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existing stable and unstable manifolds. Therefore, the de
mined clusters indicate underlying saddle points.

B. Application of nonlinear analysis

The clustering method will detect regions of high sam
density in data space, but gives on its own no stringent s
port that these correspond to saddle points. To support
notion, we examined our results by fitting deterministic d
ferential equations in each clustering time window for t
casec53.

We used a nonlinear method based on perturbation th
@12#. It fits a polynomial ordinary differential equation sy
tem with no constraints for dimension and grade of polyno
Applying it to the signal, one obtains the best fit by a tw
dimensional differential equation system with polynoms
second grade for each time window. Now, the stationary
lutions of the fitted differential equation systems were us
to reconstruct the corresponding spatial modes$wi% by Eq.
~3.1!. The reconstructed patterns are shown in Fig. 3~a! in the
temporal order of the clustered states. They are in good
cordance with the original patterns$vi%, seen in Fig. 3~b!.
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IV. CONCLUSION

We introduced a method to detect saddle points in mu
dimensional datasets. The method combines a cluster a
rithm presented in this paper and a nonlinear analysis me
fitting a model for the dynamics. A high-dimensional sim
lated dataset was used to illustrate the method. The comp
son of reconstructed and original fixed points of the sim
lated signal showed good accordance. Though we h
presented the reconstruction of saddle points, the appro
can be generalized on other fixed point dynamics. Sign
with underlying unstable limit cycles, unstable tori, or ch
otic structures can be investigated since the method just a
at detecting stable and unstable manifolds. This appro
may open new ways in the analysis of spatiotemporal s
nals.
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